Exam Stochastit Processes

september 28, 2005 A

1. Let W; be standard Brownian mdtion and let T > 0 be a constant.
(a) Prove the reflection principle, that is, prove that W; defined by

W, = W; fort<T
P oW — W, fort > T,

is also a standard Brownian motion.

(b) Explain in words why we can replace the time T" in (a) by a stopping
time.

(c) Show that 7, = inf{t > 0; W; = a} is a stopping time.

(d) Show that

P(Wg@:l-@(%),

where ® denotes the distribution function of the standard normal distribu-
tion.

Now let a > =z > 0 and M; = maxp<s<t Wi.
(e) Show that, using (b) with stopping time 7, that

P(MtZa,WtSm)=1—®(2aJiw).

2. Consider the unit interval I = [0,1], equipped with the usual sigma-
algebra and Lebesgue measure. Let f be an integrable function on I. Let,
forn=1,2,...

k2™
fn(z) = 2"/ f(y)dy, for (k—1)27" <z < k27",
(k—1)2-n

and define f,(1) = 1. (The value of f,(1) is not important.) Finally, we
define F,, as the sigma algebra generated by intervals of the form [(k —
)27, k27 "), 1 <k < 2™

(a) Argue that F,, is an increasing sequence of sigma-algebra’s.

(b) Show that (f,) is a martingale.

(c) Use Lévy’s Upward Theorem to prove that as n — oo, fr — f, almost
surely and in Lj.



3. Let X1,Xs,...,Xn be independent “uniform [0,1] distributed random
variables. We denote by 14 the indicater function of the event A, that is,
14 = 1 if A occurs and 0 otherwise. For 0 < ¢ < 1, define

n
Gn(t) =n"" ) 1ix,<eps
k=1

in words; Gp(¢) is the fraction of the Xj’s that has value at most ¢. We

denote by Gy (t) the sigma-algebra o(Gp(s);s < t).
(a) Explain why for 0 <t < u <1 we have
t

B(Ga(w)|Ga(t)) = Gu(t) +[1 — Gult)l7—5-

(b) Use (a) to show that
1-t¢
is a continuous-time martingale with respect to {G,(¢)}.

(c) Is My, (t) a uniform integrable martingale? (Hint: observe that M, (¢)
will be 1 for ¢ close to 1.)

M, (t) =

4. Let X; be a continuous time Markov process on Z with the following
transition rates: go1 = y; for i > 1 we have ¢; ;41 = A and g;;—1 = p, with
A4+p=1and u> A

(a) Write down the jump matrix of X;. Why is this jump matrix independent
of ~7

Denote the jump chain by Xy, X1,..., that is, X, is the position after n

jumps. Define

Yo = (4

= (%)

and 7; = min,{X,, = i}.
(b) We start the process at a point m > 0. Show that Y;7°, that is, the ¥,
process stopped at 0, is a martingale.
(c) Now start the process at a point m satisfying 0 < m < N. Use the op-
tional stopping theorem (verify the conditions!) to ca.lculate the probability
that the process hits IV before it hits 0.

5. Suppose that @ = {+1,—1}, and that P is a probability measure
with P({+1}) = P({-1}) = 1/2. Let G; = {0,Q} when ¢ < 1 and
G =10,9Q,{+1},{—1}} when ¢ > 1. Finally we define, for w € Q,

{0 ife<T,
mm“{win>L




(a) Show that (Y;) is a martingale with respect to {G:}.

We define X;(w) = limg; Yy(w).
(b) Show that (X¢) is not a martingale with respect to {G;}.
(c) Show that (X) is not a modification of (7).







