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1. a) Counsider a sequence of random variables (X,,) for which E|X,,| = O(1) as n -+ co. Show that
this sequence is tight. Can tightness also be proved under the assumption that EX,, = O(1) as

n—4m?

b) Suppose that v/n(Ty, — ) converges in distribution. Show that T,, —=F 6 as n — oo.

¢) Consider two sequences of random variables (X,) and (Y,) such that X, ~ N; and ¥, ~»
N for two independent standard normal random variables Ny and Na. Prove or disprove (by

counterexample) that this implies
X N
(3%)~(%)

d) Consider an i.i.d. sequence of random variables X1, X3, ..., where X; is uniformly distributed on
the interval (0, 8) for some 6 > 0. Show that maxi<i<n X4 —P 0 ag n — co.

2. Consider the random vector Y, = (¥,1,..., Yn,1), multinomially distributed with parameters n and
(p1’ see ’pk) '

a) Formulate a theorem for the asymptotic distribution (for n — co) of the sequence of random
variables X,,, where

X, = i (Yni — npi)?
=1 pi
b) Prove this theorem.

3. The random variables X3, X, ... are independent and distributed according to the Poisson distribution
with (unknown) parameter 6 > 0:

6% _
Py(Xy=k) = e ® £=0,1,2,...
This means that the expectation as well as the variance of X is §. Denote by X,, the mean of the first

n X;’s in the sequence.

a) Show that X, is a consistent estimator of § and derive the asymptotic distribution of v/n(X, —6).
b) Construct a variance stabilizing transformation ¢ for the sample mean in this model and derive
the asymptotic distribution of /n(¢(X,,) — ¢(9)).
4. Consider the location family of normal distributions with unit variance:

1
pa(z) = -——me @ 9)%/2 zelR.

Let X3, Xo,... be independent and normally distributed random variables with density pg,, and ’true
parameter’ 8y. Define, for f¢lR, the function

Yo(z) = (v — 9)° (weR)



and consider the Z-estimator én defined as a zero of the function

U (0) = Prtpo = %Zlﬁe(Xi)
=1

a) Using properties of the function ¥y, show that f,, is well defined. In other words: show that ¥,
has exactly one point where it becomes zero.

b) Prove that 8, — p.

You may use that —\/12=7r oo 28e~= 1% dz = 15.

c¢) The random variables ﬁ(én — o) are asymptotically normally distributed. Use the parameter
you expect for the asymptotic variance to compute the asymptotic relative efficiency of 6, and
the sample mean X,

5. a) Given a sample X3,...,X;; from a distribution with probability density f, give the definition of
the kernel estimator fy » based on this sample.
b) Show that the Mean Integrated Squared Error of f'n,h decomposes in a bias- and variance term.
c¢) Formulate the Glivenko Cantelli theorem.

Grading:

Ta: 2 | 1c: 2 | 2a: 1 | 3a: 2 | 4a: 2 | 4c: 3 | Bb: 3
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The final grade is computed as follows: aumber of 4p°ints + 4 Good luck with the exam!



