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This exam consists of three exercises, for which you can obtain 45 points
in total. Your grade will be calculated as (number of points 4 5)/5. The use
of books or a graphical calculator is not allowed. At the end of the exam, a
formula sheet is included; you can use these formulas without proof if rele-
vant. Please write your name and student number on every paper you hand
in and provide a clear motivation of all your answers. Good luck!

Question 1. Two auto mechanics, a senior one and a junior one, do car re-
pairs in a three-car garage. Cars drop by this garage according to a Poisson
process at a rate 3 cars per day. If a car drops by a full garage, it leaves
immediately to seek service elsewhere. If a car drops by an empty garage,
it is handled by the junior mechanic. If a car drops by while one of the
mechanics is vacant, it is handled by that mechanic. If a car drops by while
both mechanics are busy but the third spot in the garage is available, that
car is taken into the garage and, as soon as one of the mechanics becomes
vacant, it will be handled by that mechanic. The repair times are distributed
exponentially, with rate 2 cars per day for the senior mechanic and 1 car per
day for the junior mechanic.

(a) [4pt] Formulate a CTMC based on which you can answer the subse-
quent parts of the question.

Hint: When there is a single car in the garage, is additional information
required to determine the next state of the CTMC?

(b) [5pt] What fraction of time is (i) the senior mechanic vacant, (ii) the
junior mechanic vacant? You can use without derivation the fact that the

garage is full for % of the time.

(c) [2pt] What fraction of cars dropping by this garage (i) leave with-
out repair, (ii) experience waiting before repair?

(d) [2pt] What is the time-average number of cars in this garage?



Question 2. Consider an M /M /3 system with impatient customers. The
rate of arrival attempts is A. An arriving customer that would have to wait
to get service joins the queue with probability a or immediately leaves the
system with probability 1 — «. The service rate is p at each of the servers.

(a) [4pt] Argue that the number of customers in this system is a CTMC.
Argue intuitively for which A, a and p this CTMC is stable.

(b) [4pt] Find the occupancy distribution p°“. In particular derive that
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Hint: For normalisation, group states ¢ > 3.

(c) [4pt] Denote by I} the fraction of customers lost due to impatience.
Denote by Il the fraction of customers that experience waiting out of those
customers that join the system. Knowing the occupancy distribution, how
can you find Il and Ily?

Remark: Expressions in terms of p°“ are sufficient; you do not have to fur-
ther plug in the formulas for p°* that you found in (b).

(d) [4pt] Find the time-average number of customers waiting in the queue
by doing Mean Value Analysis.

Remark: If you need to make use of Il and Iy, as defined in (c), you can
use them as they are, without plugging in the formulas you found for them
in (c).

(e) [3pt] Assume the arrival process is still Poisson with rate A but the
service time distribution has changed to non-exponential while the mean ser-
vice time remains the same, 1/u. Does the system still have the occupancy
distribution that you found in (b) in case (i) @ = 0 (no customers are willing
to wait), (ii) o = 1 (all customers are willing to wait)?

Question 3. Consider two data transmission channels between the same
source and destination. At present, the two channels do not interact but
each channel handles a specific type of packages on its own. Channel 1
receives type-1 packages according to a Poisson process of rate A\; and trans-
mits them in the FIFO order; their transmission times are distributed as Bj.



Channel 2 receives type-2 packages according to a Poisson process of rate A,
and transmits them in the FIFO order as well; their transmission times are
distributed as Bsy. It needs investigation whether it would be beneficial to
merge the two channels. The two channels are not of equal capacities and,
under merging, the transmission times would become }131 for type-1 pack-
ages and %Bg for type-2 packages.

It is known that )\1 == 027 EBl == 4, VBl = 1, )\2 = 017 EBQ == 8, VBQ =4
(where V stands for the variance). The average transmission delay (i.e., the
time between the moment the package is received at the channel and the mo-
ment its transmission starts) is presently 8.5 at channel 1 and 17 at channel 2.

(a) [4pt] What is going to be the average transmission delay at the merger
channel if it transmits in the FIFO order?

Hint: Be reminded that, for a random variable X and constant a, E((aX)?) =
a’E(X?).

(b) [4pt] Would the merging be beneficial for the transmission times, for
the transmission delays, and for the total time a package spends at the trans-
mission channel?

(c) [2pt] Would your conclusions from (b) still hold if, instead of transmis-
sion in the FIFO order, the next message to transmit is selected at random
from the queue?

(d) [3pt] For channel 1 before merging, find the expected stretch of time
during which the channel is continuously transmitting packages (between two
periods of having no packages to transmit).
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FORMULA SHEET

Erlang distribution. If S, has an Erlang(n, 1) distribution, then
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Residual time till next event. Let X be a generic inter-event time and
R the residual time till next event. Then
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M/G/1 queue. The waiting time W under FIFO and the busy period BP
under work-conserving disciplines satisfy
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M/M/c queue. The probability of waiting ITy,, waiting time W and so-
journ time S satisfy
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M/G/c/c queue. The blocking probability is
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with a = A E(B) = ¢p.



