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1. (a) Since pθ is symmetric, we have EθX1 = 0. We have

EθX2
1 =

∫
R
x2pθ(x) dx =

1

θ2

∫ ∞
0

x2e−x dx =
2

θ2
.

Hence the moment estimator is the solution to 2/θ2 = X2, which gives the

estimator

√
2/X2.

(b) The likelihood is

L(θ;X1, . . . , Xn) =
n∏
i=1

pθ(Xi) =
1

2n
θne−θ

∑n
i=1 |Xi|

Hence the log-likelihood is

`(θ;X1, . . . , Xn) = log
1

2n
+ n log θ − θ

n∑
i=1

|Xi|

and the score function is

˙̀(θ;X1, . . . , Xn) =
n

θ
−

n∑
i=1

|Xi|.

The MLE is obtained by setting this equal to 0 and checking for a maximum.
Hence, the MLE is n/

∑n
i=1 |Xi|.

(c) The density pΘ̄ |X1,...,Xn
of the posterior is proportional to the density of the

prior times the likelihood. Hence,

pΘ̄ |X1,...,Xn
(θ) ∝ θα+n−1e−θ(β+

∑n
i=1 |Xi|).

This is up to a constant equal to the density of a gamma distribution with
parameters α+ n and β +

∑n
i=1 |Xi|. Hence, the latter is the posterior distri-

bution.

(d) The Bayes estimator is the posterior mean. Hence, it is given by (α+ n)/(β +∑n
i=1 |Xi|).

2. (a) The Fisher information in a single observation is given by

iλ = Varλ
∂

∂λ
log pλ(X1).

Working this out gives iλ = 1/λ2. Hence, the Fisher information in the whole
observation is Iλ = niλ = n/λ2.
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(b) The lower bound is 1/Iλ, which equals λ2/n.

(c∗) The MLE is λ̂n = X (1 point). By the CLT,

√
n(X̄ − EλX1)

d−→ N(0,VarλX1).

This prove the statement, since EλX1 = λ and VarλX1 = λ2.

(d∗) Either from exact computations for fixed n, or from the asymptotic consider-
ations of part (c), we see that the MLE is (approximately) unbiased and has
the minimal variance obtained in part (b).

3. (a) X ∼ Bin(200, p).

(b) H0 : p ≤ 1/2; H1 : p > 1/2.

(c) • Test statistic: X.

• Form of the critical region: large values of X indicate that H1 is true.
Hence take a test of the form “reject H0 if X ≥ c”, for an appropriate
c ∈ {0, 1, . . . , n}.
• Final critical region: Want a test of level α = 0.05, i.e. want

sup
p≤1/2

Pp(X ≥ c) ≤ 0.05.

The probability is increasing in p, hence the requirement is equivalent to
P1/2(X ≥ c) ≤ 0.05. This is equivalent to P1/2(X ≤ c − 1) ≥ 0.95. From
the “table” that is given we then read off that we should take c− 1 ≥ 112.
Since we want to have c as small as possible, we take c = 113.

(d) 111 is not in the critical region, so we can not conclude from the data that H1

is true.

4. (a) H0 : µ ≤ 0; H1 : µ > 0. The standard test statistic for this test is T =
√
nX̄

(X̄ is also correct).

(b) We should reject H0 for large values of T (or X̄) (so this is a right tailed test).
The observed value of T is t =

√
nx̄. Hence, the p-value is given by

sup
µ≤0

Pµ(T ≥
√
nx̄).

The probability is increasing in µ, hence this equals

P0(T ≥
√
nx̄).

If µ = 0, then T is standard normal. Hence, this further equals

1− Φ(
√
nx̄).
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