
Exam Empirical Methods

VU University Amsterdam, Faculty of Exact Sciences

15.15 – 18.00h, December 16, 2014

• Always motivate your answers.

• Write your answers in English.

• Only the use of a simple, non-graphical calculator is allowed.

• Programmable/graphical calculators, laptops, mobile phones, smart watches, books,
own formula sheets, etc. are not allowed.

• On the last four pages of the exam, some formulas and tables that you may want to use
can be found.

• The total number of points you can receive is 90: Grade = 1 +
points

10
.

• The division of points per question and subparts is as follows:

Question 1 2 3 4 5 6 7

Part a) 2 4 3 2 10 2 2
Part b) 2 3 3 8 2 6 1
Part c) 2 3 5 3 - 4 6
Part d) 2 3 2 - - 2 4
Part e) - - 2 - - - 2

Total 8 13 15 13 12 14 15

• If you are asked to perform a test, do not only give the conclusion of your test, but
report:

1. the hypotheses in terms of the population parameter of interest;

2. the significance level;

3. the test statistic and its distribution under the null hypothesis;

4. the observed value of the test statistic;

5. the P -value or the critical value(s);

6. whether or not the null hypothesis is rejected and why;

7. finally, phrase your conclusion in terms of the context of the problem.
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1. Are the following statements sensible/correct? Briefly motivate your answer.

a) For data at the nominal level of measurement a Pareto bar chart is a better visu-
alisation type than a pie chart.

b) In a stratified sample, subjects are divided into sections, then some of these sections
are randomly selected and all subjects in these selected sections are chosen.

c) Outside temperatures (in ◦C) are at the ratio level of measurement.

d) The median of a dataset of size n ≥ 3 is always larger than the mean.

2. The weather on a particular day is classified as cold, mild or warm. There is a probability
of 0.30 that it is cold and a probability of 0.45 that it is mild. In addition, on each day
it may either rain or not rain. On cold days there is a probability of 0.30 that it will
rain, on mild days there is a probability of 0.10 that it will rain and on warm days there
is a probability of 0.05 that it will rain.
For the questions below: show how your answer was obtained and name the rules or
properties you use.

a) Show that the probability that it rains on a particular day equals 0.1475.

b) Are the events A = {mild weather} and B = {no rain} independent events?

c) Compute the probability that it is either cold or it rains on a particular day.

d) If it is raining on a particular day, what is the probability that it is warm?

3. Assume that the amount of sugar contained in 1-kg packs is normally distributed with
a mean of µ = 1.01 kg and a standard deviation of σ = 0.012.

a) What is the probability that a single pack of sugar contains less than 1.00 kg of
sugar?

b) What is the probability that the mean weight of a random sample of n = 16 sugar
packs is more than 1.00 kg?

Now assume that the amount of sugar contained in 1-kg packs from company A is
normally distributed with unknown mean µ and unknown standard deviation σ. The
weight of n = 25 randomly selected sugar packets from company A is measured and the
sample mean equals x = 1.005 and the sample standard deviation s = 0.008.

c) Construct a 90% confidence interval for µ.

d) What is the interpretation of the confidence interval obtained in part c)?

e) Based on your answer of part c), could company A argue that the population mean
of the sugar packs they produce equals 1.01?

4. A random-number generator is supposed to produce a sequence of 0s and 1s with each
value being equally likely to be a 0 or a 1 and all values being independent. In an
examination of the random-number generator, a sequence of 50,000 values is obtained
of which 25,264 are 0s.

a) What is your population parameter of interest if you want to test whether the
random-number generator produces 0s and 1s with equal probability? Also give a
point estimate for it.
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b) Use the P -value method to test the claim that the random-number generator pro-
duces 0s and 1s with equal probability at significance level α = 0.01.

c) If a 99% confidence interval with margin of error E = 0.002 were required for your
chosen population parameter of part a), how many values should be investigated?

5. A new teaching method for a statistics course is being evaluated. A set of 182 students
is randomly split up in two groups, 1 and 2, each consisting of 91 students. In Group
1 the standard teaching method is used, while in group 2 the new teaching method is
tried. At the end of the course all students take the same exam (grade between 1 and
10, 1:worst, 10:best). Some sample statistics regarding the exam scores which you may
or may not use in your analysis are shown below:
x1 = 6.13, s1 = 1.12, x2 = 6.66, s2 = 1.91, sp = 1.57.

a) Test with a suitable hypothesis test (motivate your choice) the claim that the new
teaching method is better than the standard teaching method. Take significance
level 0.05.

b) The test you performed in part a) should only be used if certain requirements are
met. What are these requirements and are they met in this case?

6. Three drugs are compared with respect to whether or not they cause an allergic reaction
to patients. A group of n = 300 patients is randomly split into into three groups of 100
patients, each of which is given one of the three drugs. The results of this experiment
are in the table below:

Allergic reaction No allergic reaction Total

Drug A 77 23 100
Drug B 64 36 100
Drug C 69 31 100

Total 210 90 300

a) In order to investigate whether the three drugs can be considered equivalent in
terms of allergic reactions they cause, should you use a test of independence or a
test of homogeneity?

b) Using a chi-square test, investigate the claim that the three drugs can be considered
equivalent in terms of allergic reactions they cause. Take significance level α = 0.01.
The observed value of the test-statistic is 4.10, so you do not have to compute this
value!

c) The test in part b) should only be used under certain conditions. What are these
conditions and are they satisfied in this case?

d) Could the Fisher exact test be used in this case to test the claim that drug A
causes less allergic reactions than drug B?

7. The download times (in milliseconds) of 9 randomly selected files were measured. Fur-
thermore, the file sizes are measured in MB. The file sizes and the download times are
stored in respective datasets x and y. A linear regression analysis was carried out with
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explanatory variable ‘file size’ and response variable ‘download time’. Some sample
statistics of the data that you may or may not use are:

x = 5.56, y = 128.44, sx = 2.26, sy = 27.47, r = 0.93,

√
1− r2
n− 2

= 0.135,

b0 = 65.34, sb0 = 9.76, b1 = 11.34, sb1 = 1.64.

Furthermore, a scatterplot of the downloading times against the file sizes is shown in
the left graph of Figure 1 below. The middle graph shows a normal Q-Q plot of the
residuals of the regression analysis and the right graph shows a residual plot of the
residuals against the values of the x variable, i.e. the file sizes.

a) Give the regression equation. What is the predicted download time for a file of
size 5.0 MB?

b) What proportion of the variation in the y variable can be accounted for by the
regression equation?

c) Test the claim that β1 = 0, i.e. that there is no linear relationship between the
explanatory variable ‘file size’ and response variable ‘download time’. Take signif-
icance level α = 0.05.

d) For the test in part c) certain requirements about the errors have to be met. For
instance, the errors should be indepedent, which may be assumed. What are the
remaining requirements and is it reasonable to assume that they are indeed met?

e) In view of the scatterplot and your answers of parts b), c) and d), do you judge
that the linear regression model is an appropriate model for these data?
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Figure 1: Scatterplot, normal Q-Q plot of residuals and residual plot.
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Formulas and Tables for Exam Empirical Methods

Probability

We use the following notation:
Ω sample space, P probability measure.
B,A1, A2, . . . , Am events,
A1, A2, . . . , Am a partition of Ω with P (Ai) > 0 for all i ∈ {1, 2, . . . ,m}.

Law of Total Probability :

P (B) =

m∑

i=1

P (B ∩Ai) =

m∑

i=1

P (B|Ai)P (Ai).

Bayes’ Theorem:

P (Ar|B) =
P (Ar ∩B)∑m

i=1 P (B|Ai)P (Ai)
=

P (B|Ar)P (Ar)∑m
i=1 P (B|Ai)P (Ai)

.

Two independent samples

(The statements below hold if certain requirements are met.)

For two independent samples,
(i) if σ1 and σ2 are unknown and σ1 6= σ2, the test statistic

T2 =
(x̄1 − x̄2)− (µ1 − µ2)√

s21/n1 + s22/n2

has a t-distribution with approximately ñ degrees of freedom under the null hypothesis. We
use the conservative estimate ñ = min{n1 − 1, n2 − 1}.
(ii) if σ1 and σ2 are unknown and σ1 = σ2, then the test statistic

T eq
2 =

(x̄1 − x̄2)− (µ1 − µ2)√
s2p/n1 + s2p/n2

has a t-distribution with n1 + n2 − 2 degrees of freedom under the null hypothesis. Here sp
is the square root of the pooled sample variance s2p given by

s2p =
(n1 − 1)s21 + (n2 − 1)s22

n1 + n2 − 2
.

(iii) if σ1 and σ2 are known, then the test statistic

Z =
(x̄1 − x̄2)− (µ1 − µ2)√

σ21/n1 + σ22/n2
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has a standard normal distribution under the null hypothesis.
(iv) if p1 = p2, the test statistic

Z =
(p̂1 − p̂2)− (p1 − p2)√

p̄(1− p̄)/n1 + p̄(1− p̄)/n2

approximately has a standard normal distribution. Here p̄ = (x1 +x2)/(n1 +n2) is the pooled
sample proportion.
(v) the margin of error for a 1− α confidence interval for p1 − p2 is given by

E = zα/2
√
p̂1(1− p̂1)/n1 + p̂2(1− p̂2)/n2.

Correlation

Under certain conditions the test statistic

Tcor =
r − ρ√

(1− r2)/(n− 2)

has a t-distribution with n− 2 degrees of freedom. Here ρ is the population linear correlation
coefficient and r is the sample linear correlation coefficient given by

r =
1

n− 1

n∑

i=1

[(xi − x̄)(yi − ȳ)

sxsy

]
.

Linear regression

Let β0 be the unknown intercept and β1 the unknown slope of a linear regression model with
one explanatory variable, and let b0 and b1 be the corresponding estimators, i.e. the intercept
and slope of the regression line (the ‘best’ line). Then b0 and b1 are given by

b1 = r
sy
sx

and
b0 = ȳ − b1x̄.

If certain requirements are met, then the test statistic

T1 =
b1 − β1
sb1

has a t-distribution with n−2 degrees of freedom. Here sb1 is the standard error (i.e. estimated
standard deviation) of the estimator b1.
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