
1) List three characteristics of human language that make it distinct from other forms of animal 
communication. Give specific linguistic examples for each characteristic you list.  

2) Which example below is NOT an example of ambiguity?  

a. A word has more than one meaning.  
b. Two words have the same meaning but are used by different sociological groups.  
c. A sentence has two different semantic interpretations.  
d. A sentence has two different syntactic interpretations.   

Questions 3-8 refer to the following two example sentences. The POS tags have been provided automatically.  

I. magazines often publish articles about beauty lies .  

POS: NOUN, ADV, VERB, NOUN, ADP, NOUN, NOUN, PUNCT  

II. beauty lies in the eye of the beholder .  

POS: NOUN, NOUN, ADP, DET, NOUN, ADP, DET, NOUN, PUNCT.  

3) How many tokens (including punctuation) do these two sentences contain?  

4) How many types (including punctuation) do these two sentences contain?  

45 What is the maximum number of bigrams that can be obtained from the first sentence? 

6) What is the maximum number of trigrams that can be obtained from the first sentence?  

7) For some words, the lemma differs from the surface form. For only one of the answers, this is true for both 
words. Which one?  

1. A  often, articles  
2. B  lies, magazines  
3. C  lies, publish  
4. D  beauty, beholder  

8) One of the words has received the WRONG POS tag. Which one?  

1. A  lies in sentence 1  
2. B  lies in sentence 2  
3. C  about in sentence 1  
4. D  beauty in sentence 2  

9) What are common sources of bias in the NLP pipeline?  
 
10) List the common steps in the NLP pipeline in terms of linguisIc processing (e.g. text normalizaIon, POS 
tagging, syntax, etc.). Give examples of how each stage may be challenging.  
 
11) What is the language modeling strategy used by BERT? For which tasks is it helpful? For which tasks is it not 
helpful?  
 
12) Describe the cognate facilitaIon effect in bilingual speakers. How does this effect translate into model 
training and performance?  
 



13) Give two examples of sequence labeling tasks in NLP. How are these tasks evaluated?  
 
14) Discuss the primary evaluaIon metric used for MT in terms of how it operates.  Why is this used instead of 
accuracy or F1? 
 
15) Refer to the confusion matrix below that show model results for a binary senIment analysis classificaIon 
task.  
 

  Predicted value 
  posiIve negaIve neutral 
Gold labels posiIve 863 1343 193 

negaIve 585 3710 541 
neutral 26 245 7003 

 
a) Calculate: (i) accuracy; (ii) precision; (iii) recall.  
b) Given the results, explain F1 metric and discuss how it offers different insight into model 

performance from accuracy. 
 
16) Read the tweet below with accompanying descripIon describing a linguisIc construcIon in African 
American English (AAE).1 Is this an example of prescripIve or descripIve linguisIcs? In general terms, how 
would a model trained on Standard American English (SAE) perform when tested on AAE? Give specific 
examples of where the model may struggle.  

  
 
17) What is the funcIon of weights and biases in a neural network? How do they represent how a network 
learns or knows informaIon related to the input and output?   

 
1 (Full link to thread here: h1ps://twi1er.com/Jayy_wealth/status/1233894153265844224?s=20) 


