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Question 1. [40points]

. . . 1 1
You have two independent random variables, R and 4, with f4(a) = 7—_[for —5m <ac< %n, and zero

else, and fr(r) = exp(—a) for a > 0 and zero else. We therefore have that 4 is a point on the half-
circle, and R is its ray.

A) Define Y1 = R - cos(A) and Y2 = R - sin(A4). Derive the multivariate cdf of Y = (Y1, Y,) . [20pt]
[Hint: it is convenient for deriving the expression of the inverse transformation to use the fact that R
is the ray along the point of the circle (Pythagoras).]

T
You have a normally distributed random vector X = (Xl , X5 , X3 ) , with
X
X11X2 ~ N(X2,3),  Xplx; ~N(1+40.25X;,%),  Xs (X;) ~N(X2— X, 1).

B) Provide the mean and covariance matrix of X. [20pt]
[Hint1: first solve for the distribution of (X3, X,).]
[Hint2: if you do not succeed in solving for the distribution of (X;, X5), then *(incorrectly) assume*

X1,X»T ~N((1,2)T, (; g)) and proceed to derive the distribution of X.]




Question 2. [40pt]

A) Provide the algorithm to simulate from a 4 dimensional pdf that is characterized by )(Z(vi)-
marginals for i = 1, ...,4, and a Gaussian copula with correlation parameter R € R***. [10pt]

Let CG(ul,uz, us; R) be the trivariate Gaussian copula with parameter R, and €5t (uy, u,, us; R, V)
the Student’s t copula with parameters R and v.

You construct a new copula as a mixture of these previous two, with mixture weights w = 0.2 and
1 —w = 0.8, respectively.

B) Describe the algorithm to simulate from this mixture of the two copulas. [5pt]
[Hint: just concentrate in how to draw from a mixture distribution. Skip how to draw from a copula,
which was question 2A above]

C) Show whether or not the mixture of the two copulas
C(uq,uy, usz; R,v,w) = 0.2+ C%uq,up, us; R) + 0.8 - C5t(uq, uy, us; R, v)
is itself a copula or not. [15pt]




Assume the marginal distributions
fx(x1D) = 2 - exp(—2xy), Fy,(x) =1 —exp(—2xy),
fx(x2) = 4 - exp(—4x,) , Fy,(x3) =1 —exp(—4x,),
fX3(x3) = 3-exp(—3x3), Fy,(x3) =1— exp(—3xs3),
and assume that X = (X1, X5, X3) " has the mixture copula dependence structure from question (C).

D) Given a realization X = x = (Z,Z,Z)T, how can you compute the probability that this observation
comes from the *second* (i.e., Student’s t copula) mixture component (given the outcome)? Provide
the equation. [10pt]

Question 3. [15pt]

On a sample of size n = 101 you estimated
x=(1495507)T,

7 4 -2 =2

_ 4 6 -1 0
$= -2 -1 ¢ 1)
-2 0 1 5

for some ¢ > 0, where x and § denote the sample mean and covariance, respectively.
You formulate the joint hypothesis that the means of X1 and X4 are equal, *and* that the means of
X2 and X3 are equal.

x? critical values for v degrees | 5%
of freedom
v=1 3.84
v=2 5.99




v=3 7.81
v =4 9.49

A) At a 5% significance level, how large must ¢ be for you to *not reject* your hypothesis using a )(2
test? [15pt]

Question 4. [25pt]

A) In a PCA, explain why it is important to normalize the variables in terms of their means and
standard deviations. [5pt]

B) Describe the main steps of one of the iterative (hon-maximum-likelihood) techniques to estimate
an orthogonal factor model. [10pt]

You estimated an orthogonal factor model and obtained the factor loading matrix

2 3
L=1-1 1|
1 4

Your colleague says that you can multiply the factor loadings from the right by the matrix A with

A=(57 on)

i 10
I=L-A=[0 1)
11

and that this model yields an orthogonal factor model that is indistinguishable from your model, and
that therefore you can interpret the first factor as the average of the 1°t and 3" variable, and the
second factor as the average of the 2" and 3" factor.

and obtain

C) Comment whether your colleague is right or wrong. [10pt]







