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Instructions

(i) All questions should be answered to get full points.

(ii) Each question is worth 25 points.

(iii) Read the instructions in the questions carefully.

(iv) Answer the questions as detailed as possible. Use mathematical expressions

when necessary. You can use words when you cannot provide a formal math-

ematical answer to the questions.

(v) If a question is not clear to you, make your own assumptions to clarify the

meaning of the question and then answer the question based on your assump-

tions.

(vi) See the back of this page for some standard results that you may make use of

while answering the questions.
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Some standard results

Suppose that the scalar process {zt} follows the following data generating process:

zt = zt−1 + ut,

where z0 = 0 and ut has the following properties:

(a) ut = ψ(L)ϵt =
∑∞

j=0 ψjϵt−j where
∑∞

j=0 j·|ψj| <∞ and {ϵt} is an i.i.d sequence
with mean zero and variance σ2

ϵ , and finite fourth moment;

(b) σ2 denotes the long run variance of {ut} and σ2
u denotes the contemporaneous

variance of {ut}.

Note that under these assumptions zt can be written as a partial sum as

zt =
t∑

s=1

us.

Let W (r) be a standard Brownian motion process associated with ut. Then the

following results hold:

(1) T−1/2
∑T

t=1 ut
d→ σW (1);

(2) T−1
∑T

t=1 u
2
t

p→ σ2
u;

(3) T−1
∑T

t=1 zt−1ut
d→ 1

2
σ2
[
W (1)2 − σ2

u

σ2

]
;

(4) T−3/2
∑T

t=1 tut−j
d→ σ

{
W (1)−

∫ 1

0
W (r)dr

}
for j = 0, 1, . . .;

(5) T−3/2
∑T

t=1 zt−1
d→ σ

∫ 1

0
W (r)dr;

(6) T−2
∑T

t=1 z
2
t−1

d→ σ2
∫ 1

0
W (r)2dr;

(7) T−5/2
∑T

t=1 tzt−1
d→ σ

∫ 1

0
rW (r)dr;

(8) T−3
∑T

t=1 tz
2
t−1

d→ σ2
∫ 1

0
rW (r)2dr;

(9) T−(v+1)
∑T

t=1 t
v → 1/(v + 1) for v = 0, 1, . . .;

(10) Suppose that the DGP of another time series process yt follows the model

yt = yt−1 + et,

where yt = 0 and et satisfy the same assumptions as (a) and has a long run

variance σ2
e andWe(r) is a standard Brownian motion processs associated with

et, then

T−2
∑T

t=1 ztyt
d→ σσe

∫ 1

0
W (r)We(r)dr.
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Question 1: Conceptual Questions (25 points out

of 100 points)

Below you will find 3 statements. All these are related to the concepts/techqniques

that have been discussed during the lectures. Some of these statements are cor-

rect, some are wrong, some need further clarification. You need to provide a brief,

to the point answer that would contain (i) short explanations/definitions of

the concepts mentioned in the statement, (ii) your judgement about the

statement about whether it is correct/wrong/unclear/incomplete, and an

explanation of your judgement (iii) a correction of the statement. The con-

cepts that you need to explain and define are written in italics. A formal answer

using mathematics is possible, sometimes very useful but not always necessary.

(a) (5 points) Consider a stable VAR(1) process. The jth order autocovariance of

this process is equal to its 1th order autocovariance, when j ̸= 1.

(b) (10 points) Consider the time series xt with the DGP

xt = λxt−1 + εt,

where λ = 1 and εt ∼ i.i.d(0, σ2
ε). This implies that xt has a unit root. IN

this case, the OLS estimator of λ is
√
T -consistent and it is asymptotically

normally distributed.

(c) (10 points) For panel data variables yi,t and xi,t that are observed for N cross

section units, over T time periods, a homogeneous panel data model can be

written as

yi,t = β′xi,t + ui,t.

When Cov(ui,tuj,t) ̸= 0 for i = j, we say that i and j are cross-sectionally

dependent. If we estimate β by the pooled OLS estimator, the estimator will

be inconsistent. If we estimate β by using the mean group estimator the

estimator will be consistent.
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Answer:

(a) (5 points) Let xt be an m × 1 time series process which follows the VAR(1)

model given below

xt = λ′xt−1 + εt.

In order to obtain the jth order autocovariance of this procees, we need to

rewrite it as

xt = εt +Λεt−1 +Λ2εt−2 + · · ·+Λj−1εt−j+1 +Λjxt−j,

Then we can calculate the jth order autocovariance as

E(xtx
′
t−j) = E[(εt +Λεt−1 + · · ·+Λj−1εt−j+1 +Λjxt−j)x

′
t−j]

= E(εtx
′
t−j) +ΛE(εt−1x

′
t−j) + · · ·

+Λj−1E(εt−j+1x
′
t−j) +ΛjE(xt−jx

′
t−j)

= ΛjΩx,

where Ωx is the variance covariance matrix of x. Cov(xt,x
′
t−j) depends on j:

the bigger the distance between xt, and xt−j the smaller the covariance is. The

statement is false, because as we see from the above result, the autocovariance

matrix depends on j.

(b) (10 points) A unit root process is as given in the question

xt = xt−1 + εt.

This process is sometimes called the random walk process. Estimating models

that have unit root leads to different results than the standard stationary case.

The statement is false, because
√
T consistency rate is the consistency rate of

the OLS estimator in the stationary case. If we estimate λ when λ = 1 by

simple OLS estimator, the estimator will be T−consistent. This is also called

super consistency. Because the estimator will converge to its true value faster.

The asymptotic distribution of this estimator is not normal. It is a functional

of Brownian motions. As there is no serial correlation in the errors, the limiting

distribution will be nuisance parameter free. The critical values are tabulated

by Dickey-Fuller.
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(c) (10 points) Consider the following model

yi,t = β′
ixi,t + ui,t,

This model is a linear heterogeneous panel data model. A heterogeneous panel

data model is a model in which the parameters vary across individuals. A

homogeneous panel data model is a model in which all parameters are the

same for all cross-section units: βi = β for all i = 1, . . . , N . We can estimate

the β, which is defined in Assumption 1, by

β̂P =

(
N∑
i=1

X′
iXi

)−1 N∑
i=1

X′
iyi,

We can write the same estimator using the summation notation as

β̂MG =
1

N

N∑
i=1

β̂i =
1

N

N∑
i=1

(X′
iXi)

−1X′
iyi

When there is cross-sectional dependence, the effect of it on the estimators

depend on the extend of the cross-sectional dependence. If this cross-sectional

dependence leads to endogeneity then both pooled and mean group estimators

will be inconsistent. A situation where cross-sectional dependence leads to

endogeneity is when there are unobserved global factors affecting yi,t and xi,t.

In this case the error term ui,t will be correlated with the regressors. Then

the estimators will be inconsistent. So the statement is neither false not true.

The answer depends on the extend of cross-sectional dependence. Also the

definition of cross-sectional dependence given in the question is not correct as

it is written that Cov(ui,tuj,t) ̸= 0 for i = j. It should be Cov(ui,tuj,t) ̸= 0 for

i ̸= j
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Question 2: Modeling and stationarity (25 points

out of 100 points)

(a) (15 points) Consider three processes yt, xt and zt with the DGPs

∆yt = α1(yt−1 − β1xt−1 − β2zt−1) + γ11∆yt−1 + γ13∆zt−1 + uy,t,

∆xt = α2(yt−1 − β1xt−1 − β2zt−1) + γ21∆yt−1 + γ22∆xt−1 + ux,t,

∆zt = α3(yt−1 − β1xt−1 − β2zt−1) + γ32∆xt−1 + γ33∆zt−1 + uz,t,

where  uy,t
ux,t
uz,t

 ∼MVN

 0
0
0

 ,

 σ2
1 σ12 σ13

σ21 σ2
2 σ23

σ31 σ32 σ2
3

 .
Now we define

wt =

 yt
xt
zt

 .

(i) Write the vector error correction model (VECM) for ∆wt.

(ii) Obtain the vector autoregression representation (VAR) for wt.

(iii) Assume that α2 = α3 = γ21 = γ32 = 0 and |γ22| < 1, |γ33| < 1. Establish

and discuss the order of integration d, i.e. I(d) of yt, xt and zt and the

cointegration relations between them (as well as the number and the form

of the cointegrating vectors, if any).

(iv) Derive the conditional error correction model (CECM) for yt given xt and

its past (you can ignore the model for zt).
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(b) (10 points) For panel data variables yi,t and xi,t that are observed for N cross

section units, over T time periods, a homogeneous panel data model can be

written as

yi,t = β′xi,t + ui,t,

where

ui,t = λ′
ift + εi,t,

where ft is a k × 1 vector of unobserved global shocks, λi is the k × 1 vector

of factor loadings and εi,t is the idiosyncratic error. Furthermore, we assume

that the m× 1 vector of xi,t has the following DGP:

xi,t = Λift + νi,t,

where Λi is the m× k matrix that contains the factor loadings for xi,t. Now,

define the m+ 1 vector zi,t as

zi,t =

(
yi,t
xi,t

)
.

For this zi,t we can obtain a factor model of the form

zi,t = Cift + ei,t.

Obtain this factor model by using the models for yi,t and xi,t and write Ci and

ei,t in terms the model components of the models for yi,t and xi,t.
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(a) (15 points) Here (i) is 3 points, (ii) is 10 points, (iii) is 2 points.

(i) (2 points) We need to obtain the VECM representation. Single equation

representation is already given. We can define the following matrices and

vectors to write the models in the VECM form.

α =

 α1

α2

α3

 , β =

 1
β2
β3

 , Γ =

 γ11 0 γ13
γ21 γ22 0
0 γ32 γ33

 ,

wt =

 yt
xt
zt

 , ut =

 uy,t
ux,t
uz,t

 ,

Now the VECM can be written as

∆wt = αβ′wt−1 + Γ∆wt−1 + ut.

(ii) (3 points) Obtaining the VARmodel requires rearrangement of the VECM

model. We can write

wt −wt−1 = αβ′wt−1 + Γwt−1 − Γwt−2 + ut

wt = αβ′wt−1 +wt−1 + Γwt−1 − Γwt−2 + ut

Grouping the terms gives

wt = (αβ′ + I3 + Γ)wt−1 − Γwt−2 + ut

So the VAR model is

wt = Awt−1 +Bwt−2 + ut,

where A = αβ′ + I3 + Γ and B = −Γ.

(iii) (5 points) We can rewrite the model based on the restrictions given in

the question. This will give

∆yt = α1(yt−1 − β1xt−1 − β2zt−1) + γ11∆yt−1 + γ13∆zt−1 + uy,t,

∆xt = γ22∆xt−1 + ux,t,

∆zt = γ33∆zt−1 + uz,t,

where |γ22| < 1, |γ33| < 1.
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We can start with determining the order of integration of zt. As |γ33| < 1,

we know that ∆zt ∼ I(0). This makes zt I(1). Same holds for xt. Now

we have established that xt and zt are I(1). When we look at the model for

∆yt we see that xt and zt are in the model. There are two possibilities for yt

then, either yt is I(1) and xt, zt and yt are cointegrated with the cointegrating

vector (1, β1, β2). Or yt is I(0) and only zt and xt are cointegrated with the

cointegrating vector (β1, β2). For the VECM to be stable α1 needs to be in

between −2 and 0.

(iv) (5 points) Derivation of the error correction model is a standard exercise.

Writing the conditional ECM model: We start with writing the models for

∆yt and ∆xt in a VECM form under given restrictions.(
∆yt
∆xt

)
=

(
α1

α2

)
(yt−1 − β1xt−1 − β2zt−1)

+

(
γ11 0 γ13
γ21 γ22 0

) ∆yt−1

∆xt−1

∆zt−1

+

(
uy,t
ux,t

)

In order to obtain a conditional model, we need to make sure that the condi-

tional error term is independent of the error term of the model of conditioning

variables. Let us denote the conditional error term by uy.x,t. We need to have

E(uy.x,tux,t) = 0. How can we construct such an error term? We would like to

construct uy.x,t such that E(uy.x,tux,t) = 0.. We know that

E

(
u2y,t uy,tux,t

ux,tuy,t u2x,t

)
=

(
σ11 σ12
σ21 σ22

)
.

We can construct uy,x,t = uy,t − σ21σ
−1
22 ux,t. This is derived in the exercise set

Part II. Then we have

E(uy.x,tux,t) = E(uy,tux,t)− σ21σ
−1
22 E(ux,tuy,t) = 0

So in order to obtain this conditional error term we need to premultiply the

vector

(
ε1t
ε2t

)
by (1,−σ21σ−1

22 ) (Note that σ21 = σ12). We now consider the
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VECM model again and premultiply both sides by (1,−σ21σ−1
22 ).(

1 −σ21σ−1
22

)( ∆yt
∆xt

)
=
(
1 −σ21σ−1

22

)( α1

α2

)
(yt−1 − β1xt−1 − β2zt−1)

+
(
1 −σ21σ−1

22

)( γ11 0 γ13
γ21 γ22 0

) ∆yt−1

∆xt−1

∆zt−1


+
(
1 −σ21σ−1

22

)( uy,t
ux,t

)
This gives:

∆yt = (α1 − σ21σ
−1
22 α2)(yt−1 − β1xt−1 − β2zt−1)

+ σ21σ
−1
22 ∆xt + γ11∆yt−1 − σ21σ

−1
22 γ22∆xt−1 + γ13∆zt−1 + uy.x,t

This is the conditional ECM of yt given zt and the past.

(b) (10 points) This question is rewriting a panel data model to write it in a factor

model form. Consider the models for yi,t and xi,t.

yi,t = β′
ixi,t + γ ′

ift + εi,t,

xi,t = Γ′
ift + vi,t.

Replace xi,t with Γ′
ift + vi,t in the model for yi,t.

yi,t = β′
i(Γ

′
ift + vi,t) + γ ′

ift + εi,t,

xi,t = Γ′
ift + vi,t.

Rearrange it

yi,t = (β′
iΓ

′
i + γ ′

i)ft + β′
ivi,t + εi,t,

xi,t = Γ′
ift + vi,t.

By using these resulting models from the previous slide we can write a model

for zi,t = (yi,t,x
′
i,t)

′ :

zi,t = C′
ift + ui,t,

where

ui,t =

(
εi,t + β′vi,t

vi,t

)
,
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and

Ci =
(
γi + Γiβi Γi

)
,

here Ci is a m× (k + 1) matrix.
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Question 3: Asymptotic Derivations (25 points out

of 100 points)

(a) (15 points) Costs of ignoring constants and trends in the cointegrating

regression:

Suppose that we have the following data generating processes (DGP) for {yt}
and {xt}

yt = δ + βxt + u1,t,

xt = µ+ xt−1 + u2,t,

for t = 1, . . . , T . We assume:

◦ u1,t = ψ1(L)ϵ1,t =
∑∞

j=0 ψ1,jϵ1,t−j where
∑∞

j=0 j · |ψ1,j| < ∞ and {ϵ1,t}
is an i.i.d sequence with mean zero and variance σ2

ϵ,1, and finite fourth

moment, σ2
1 denotes the long run variance of {u1,t} and σ2

u,1 denotes the

contemporaneous variance of {u1,t};

◦ u2,t = ψ2(L)ϵ2,t =
∑∞

j=0 ψ2,jϵ2,t−j where
∑∞

j=0 j · |ψ2,j| < ∞ and {ϵ2,t}
is an i.i.d sequence with mean zero and variance σ2

ϵ,2, and finite fourth

moment, σ2
2 denotes the long run variance of {u2,t} and σ2

u,2 denotes the

contemporaneous variance of {u2,t};

◦ y0 = x0 = 0.

A researcher wants to estimate β and for this purpose considers the following

regression model

yt = βxt + error.

The OLS estimator is given by

β̂ =

(
T∑
t=1

x2t

)−1 T∑
t=1

xtyt.

The error of the estimator can be obtained by plugging in the model for yt into

this estimator. This will result in

β̂ − β =

(
T∑
t=1

x2t

)−1 T∑
t=1

xt(δ + u1,t).
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(i) Derive and describe the order of probability and the asymptotic distribu-

tion of β̂− β. Write down any necessary additional assumptions (if any).

(ii) Comment on your results. Is there a problem with this estimator?

(b) (10 points) Costs of ignoring the time trend in the unit root AR(1)

regression:

Suppose that we have the following data generating process (DGP) for {yt}

yt = δ + yt−1 + ut

for t = 1, . . . , T . We assume:

◦ ut = ψ(L)ϵt =
∑∞

j=0 ψjϵt−j where
∑∞

j=0 j · |ψj| < ∞ and {ϵt} is an i.i.d

sequence with mean zero and variance σ2
ϵ , and finite fourth moment. σ2

y

denotes the long run variance of {ut} and σ2
u denotes the contemporaneous

variance of {ut};

◦ y0 = 0;

We consider the estimation of the regression model

yt = λyt−1 + error,

using a sample of T observations.

Consider the least squares estimator

λ̂ =

∑T
t=1 ytyt−1∑T
t=1 y

2
t−1

.

The error of the estimator can be obtained by plugging in the model for yt into

this estimator. This will result in

λ̂− 1 =

(
T∑
t=1

y2t−1

)−1 T∑
t=1

yt−1(δ + uy,t).

(i) Derive and discuss the orders of probability and limiting distributions of

the numerator and the denominator of (λ̂−1). Write down any necessary

additional assumptions (if any).

(ii) Comment on your results. Is there a problem with this estimator?
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Answer:

(a) (15 points)

(i) (10 points) We need to derive and describe the order of probability and

the asymptotic distribution of

β̂ − β =

(
T∑
t=1

x2t

)−1 T∑
t=1

xt(δ + u1,t).

Let’s start with the denominator. xt is a random walk with a drift. So it

can be rewritten as

xt = µt+ St,

where St =
∑t

s=1 u2,t. We can apply all the standard results to St. Rewrit-

ing the denominator gives

T∑
t=1

x2t =
T∑
t=1

(µt+ St)
2 = µ2

T∑
t=1

t2 + µ
T∑
t=1

tSt +
T∑
t=1

S2
t .

According to standard result 6, the third term is Op(T
2). According to

standard result 7, the second term is Op(T
5/2), according to standard

result 9, the first term is Op(T
3). Then the first term is the dominant

term. This gives

1

T 3

T∑
t=1

x2t = µ2 1

T 3

T∑
t=1

t2 + op(1)

and

1

T 3

T∑
t=1

x2t →p
µ2

3
.

Now we will obtain the limit of the numerator. We have

T∑
t=1

xt(δ + u1,t) =
T∑
t=1

(µt+ St)(δ + u1,t) = µδ
T∑
t=1

t+ µ
T∑
t=1

tu1,t + δ
T∑
t=1

St +
T∑
t=1

Stu1,t

According to standard result 3, the fourth term is Op(T ). According to

standard result 5, the third term is Op(T
3/2), according to standard result

4, the first term is Op(T
3/2). Finally, according to standard result 9, the

first term is Op(T
2). Then the first term is the dominant term. This gives

1

T 2

T∑
t=1

xt(δ + u1,t) =
1

T 2
µδ

T∑
t=1

t+ op(1)

16



and

1

T 2

T∑
t=1

xt(δ + u1,t) →p
µδ

2
.

The limiting behaviour of β̂ − β is given by

T (β̂ − β) →p
3δ

2µ
.

(ii) (5 points) Here we are ignoring the constant from the cointegrating re-

gression. This question is about understanding the effects of this. In part

i, we found that β̂ − β) →p 0. So, β̂ is a consistent estimator of β. How-

ever there is a problem with the limiting distribution. When we rescale

the β̂ − β with T , the limit is a constant and is a function of µ and δ.

We need a random variable in the limit to make inference and also the

random limit should not be function of nuisance parameters such as µ

and δ. This analysis makes us conclude that either ignoring the constant

or xt being a random walk with a drift or both causes problem in the

inference of the cointegrating vector.

(b) (10 points)

(i) (7 points)We need to derive and discuss the orders of probability and

limiting distributions of the numerator and the denominator of

λ̂− 1 =

(
T∑
t=1

y2t−1

)−1 T∑
t=1

yt−1(δ + uy,t).

We start with the denominator. yt is a random walk with a drift so it can

be written as

yt = δt+ St,

where St =
∑t

s=1 ut is the partial sum that we can apply the standard

results. We can now rewrite the denominator as

T∑
t=1

y2t−1 =
T∑
t=1

(δ(t− 1) + St−1)
2 = δ2

T∑
t=1

(t− 1)2 + δ
T∑
t=1

(t− 1)St−1 +
T∑
t=1

S2
t−1.

According to standard result 6, the third term is Op(T
2). According to

standard result 7, the second term is Op(T
5/2), according to standard
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result 9, the first term is Op(T
3). Then the first term is the dominant

term. This gives

1

T 3

T∑
t=1

y2t−1 = δ2
1

T 3

T∑
t=1

(t− 1)2 + op(1)

and

1

T 3

T∑
t=1

y2t−1 →p
δ2

3
.

Now we will obtain the limit of the numerator. We have

T∑
t=1

yt−1(δ + uy,t) =
T∑
t=1

[δ(t− 1) + St−1](δ + uy,t)

= δ2
T∑
t=1

(t− 1) + δ
T∑
t=1

(t− 1)uy,t + δ
T∑
t=1

St−1 +
T∑
t=1

St−1uy,t

According to standard result 3, the fourth term is Op(T ). According to

standard result 5, the third term is Op(T
3/2), according to standard result

4, the first term is Op(T
3/2). Finally, according to standard result 9, the

first term is Op(T
2). Then the first term is the dominant term. This gives

T∑
t=1

yt−1(δ + uy,t) =
1

T 2
δ2

T∑
t=1

(t− 1) + op(1)

and

1

T 2

T∑
t=1

ut(δ + uy,t) →p
δ2

2
.

(ii) (3 points) The findings of part i, tells us that the limiting behaviour of

the error of the estimator is as follows:

T (λ̂− 1) =

(
1

T 3

T∑
t=1

y2t−1

)−1

1

T 2

T∑
t=1

yt−1(δ + uy,t) →p
2

3
.

This tells us that λ̂ converges to 1. However the scaled version is con-

verging to a constant that is 2/3. This is not good for inference purposes.

When we ignore the drift, it means that the OLS estimator can not be

used for testing hypothesis.

18



Question 4: Empirical Application (25 points out

of 100 points)

(a) (15 points) Bruce Wayne is an econometrics student at Gotham City Univer-

sity. He wants to analyze the price elasticity of Batmobiles. He collects annual

data on the following variables for the period 1921 - 2021:

◦ log of prices of Batmobiles (pricet),

◦ log of annual sales quantity of Batmobiles (quantt)

◦ log of interest rates (intt)

◦ log of annual inflation in Gotham (inft)

He knows from previous empirical research that all these variables contain

unit roots. He wants to estimate long run relations between the variables. He

starts his analysis by considering the trace test of Johansen. He produces the

following output.

Null t-stat 5% critical
hypothesis values
r = 0 80.21 69.81
r = 1 64.44 47.85
r = 2 50.46 29.79
r = 3 10.27 15.49

Here r is the cointegration rank. Then, he considers a single equation regression

to estimate the long run relation between these variables, he estimates by OLS

the following regression

pricet = β1quantt + β2intt + β3inft + error.

(i) What conclusions can you draw from the results of the trace test.

(ii) Is there are problem with Bruce’s approach of estimating a single static

least squares regression? Explain in detail.

(iii) You know that he wants to estimate long run relations between the vari-

ables. What are your suggestions to Bruce? Explain in detail.
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(b) (10 points) Harvey Dent is another econometrics student at Gotham City Uni-

versity. He is analyzing a panel data set of crime rates of 200 towns over 5

years. Let ci,t denote the number of crimes committed in town i. Previous

research shows that crime rates data is dynamic in nature and it is highly

suspected that an individual specific effect is present in the error term of the

model that represents the heterogeneity across towns. Harvey realizes these

and assumes the following model, where he denotes the variable by ci,t:

ci,t = λci,t−1 + ui,t,

where ui,t = µi + εi,t. He starts looking for an advice on how to analyze this

panel data set.

(i) One of the ways to estimate this model is to use a fixed effects (within

transformation) approach. However, it is known to be problematic. Ex-

plain why the fixed effects approach is problematic.

(ii) Propose and discuss briefly an alternative estimator that is more proper/optimal

than the fixed effects estimator.

20



Answer:

(a) (15 points)

(i) (5 points) Here you need to discuss what trace test is, what is the pro-

cedure we need to follow to interpret a trace test. Also you need to

explain the purpose of doing a trace test. Finally you need to write your

conclusions from the results of the trace test.

(ii) (5 points) Trace test gives evidence for multiple cointegrating relations.

But Bruce continues with a single equation estimation. This is problem-

atic. You need to explain why this is a problem.

(iii) (5 points) Here you need to suggest a VECM approach of Johansen and

explain the ML estimation of VECM proposed by Johansen.

(b) (10 points)

(i) (5 points) The problem with estimating a dynamic panel data model with

fixed effects is problematic because of the Nickell bias. Here, you need to

explain the problem of Nickell bias with all the details.

(ii) (5 points) The alternatives are Anderson and Hsiao, Arrelano and Bond.

Here you need to explain these methods with all the details. Discuss their

advantages and disadvantages.
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