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Multiple choice part [40 points]

1. (5 pts) Let {us} ~ WN(0, %) with 6% = 1. Which of the following time series are weakly
stationary? Select ALL the correct statements.

(a) X: = ¢, where ¢ # 0 is constant

(b) X¢=—-X¢—1+u

(C) Xt = 07Xt—-1 + 0.3Xt_3 + Ut

(d) Xt = 07’[Lt + O.3Ut_1

(e) Xi = cos(t) + uy.

2. (5 pts) Consider the process

(1-0.6L)2

mut, {ut} ~ WN(O,UQ).

Xt =
The process {X;} is of the following type:

(a) ARMA(1,1)
(b) ARMA(1,2)
(c) ARMA(2,1)
(d) ARMA(2,2)

3. (5 pts) Consider the stable AR(1) model:
X =1 X1+, {us} ~ IID(0,0?),
where the errors are normally distributed, u; ~ N(0,02). Assume that we have two
observations, that is T = 2, X; = 5 and X, = 2. What is the conditional maximum
likelihood estimate of ¢17

Remark: Recall that the density of the univariate normal distribution with mean p and

variance V' is given by

T — ,2
f@) = S [-%}
(a) (151:02
(b) ¢1 =04
(c) 1 =106
(d) ¢ =038
(e) ¢ =1.0
(f) 1 =12

4. (5 pts) Consider the ARMA(1,2) model
Xi =1 X1+ € + bat—2, {e,} ~ IID(0,0?),

with coefficients ¢1 = 0.8, #; = 0.7, and 0> = 1. Suppose you observe data Dy =
{X1,..., X7} for some T > 1, and assume that the errors £1 and & are given. What is

the variance of the 2-step ahead forecast error erys = Xryo — E[X7 2|Dr)?



(a) 0.64
(b

(c
(d

0.92

)
)
) 1.28
) 1.64

. (5 pts) Consider the following ADL(1,4) model,
Vi =a+ ¢1Yi-1 + foXe + PaXe—y + e, {e¢} ~ IID(0,0%),

with parameters o = 2, ¢1 = 0.5, By = 4, B4 = —1, and with {X;} a weakly stationary

and exogenous process. What is the long-run equilibrium value of Y; for X =1.57

. (5 pts) Consider the AR(4) process
X =1 Xe1+ 92Xt o+ daXia + w, {ut} ~ IID(0,1).

Suppose the origin is x = 0, and the parameters are ¢; = 0.8, ¢ = 0.3, and ¢4 = —0.5.

What is the IRF
X, =z+ 0X,/0us - €

for time t = s + 2 with shock size € = 27

(a) 1.64
(b) 1.74
(c) 1.88
(d) 1.96

. (5 pts) Consider the following stochastic process:
X;=a+¢Xi1 + 0t +uy, {us} ~ WN(0,0?).

Which restrictions on the parameters «;, d, and ¢ should be imposed in order for a process

X; to be a random walk with drift?

)
)a=0,0#0,¢=1
(¢c) a=0,0=0,¢#1
(d) a#0,0=0,¢9p=1



8. (5 pts) Consider the following ADF regression for an AR(3) model:

AX; = —0.138X;_1 + 0.87TAX;_; — 0.15AX; o +us,  uz ~ WN(0,0?),
(0.05) (0.07) (0.08)

If you would perform an ADF test based on these estimation results (standard errors

between parentheses) and a 5% significance level, what would be your conclusion?

DF Critical Values

Significance level 0.01  0.05  0.10

Standard

Critical Value -2.58 -1.95 -1.62

Intercept

Critical Value -3.43 -2.86 -2.57

Intercept + Trend

Critical Value -3.96 -3.41 -3.13

(a) X~ I(—1)

(b) X; ~ I(0)

(¢) X, ~I(1)

(d) X; ~ I(d) withd > 1



~ Open Question 1: ARMA models [40 points]

In this question we consider the MA(q) model defined by

q
X, :a+€t+29j5t_j, {e+} ~ WN(0,02),

J=1

with initial coefficient 6y = 1 and finite error variance o2 > 0.

()

(b)

(2pts) Write the general MA(q) model above in lag polynomial form, and give an expres-

sion for the lag polynomial.

(5pts) Suppose that @ = 0 and ¢ = 1, which yields the MA(1) model without intercept.

State the condition under which the errors have an AR(co) representation,

oo
Er = E 7T]'Xt_j.
Jj=0

Give the value of the coefficient 73.

(15pts) Consider the MA(3) model
Xi=a+er + 01641 + O3e4_3, {Et} NIID(O,JQ). (1)

Derive the unconditional mean E[X;], variance Var[X;], and the autocovariance function

v(h) = Cov[Xy, X¢—p] for all values h € Z.

(5pts) For the MA(3) model in Equation (1), derive the conditional mean and variance
E[X:|D:-1] and  Var[X:|Di_1], t>1,

where D;_1 = {X1,...,X:—1} and we assume that €g,£_1,6_2 are given.

(7 pts) For the MA(3) model in Equation (1), assume that the errors follow the standard

normal distribution, ; ~ N(0,0?), in addition to being independent.

e Derive the log likelihood based on the prediction error decomposition, assuming that

€0,E—_1,E—2 are given.
e Discuss the advantages of this approach over the log likelihood based on joint nor-
mality of the errors.

Remark: The density of the univariate normal distribution can be found on p.2.

(6 pts) State the part of the general weak stationarity theorem that can be used to show
that a process is weakly stationary (state only this part of the theorem). Use it to show

that the MA(q) process is weakly stationary.



Open Question 2: Unit-Root Non-Stationarity and Cointegration [20 points]

(a) (2 pts) When do we say that a time series is integrated of order d?

(b) (5 pts) Suppose that X; is an I(1) process and Y; = X; + & with {e;} ~ ITD(0,1).
e What can be said about the order of integration of Y;?
e Are X, and Y; cointegrated? Explain.

(c) (3 pts) Rewrite the process Y; = X; + ¢; in the error correction form.

(d) (5 pts) In practice it is usually unknown whether two time series {X;} and {Y;} are
cointegrated. Describe how you would test for cointegration given data on these two time

series.

(e) (5 pts) Suppose that after testing you conclude that the time series {X;} and {V;} are
cointegrated. Explain which model you would estimate and why, and describe how you

would estimate it.



