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• Read the entire exam carefully before you start answering the questions.

• Be clear and concise in your statements, but justify every step in your derivations.

• The questions should be handed back at the end of the exam. Do not take it home.

Good luck!
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Question 1 [35 points] ARMA Models

Let {Xt}t∈Z be a time-series generated by an ARMA(2, 2) model

Xt = φ1Xt−1 + φ2Xt−2 + εt + θ1εt−1 + θ2εt−2 , t ∈ Z ,

where {εt}t∈Z is a sequence of white noise innovations with variance σ2
ε > 0.

(a) Give the definitions of strict stationarity and weak stationarity. Can you give an
example of a strictly stationary time-series that is not weakly stationary? Justify
your answer.

(b) Please rewrite the ARMA(2, 2) model in lag polynomial form φ(L)Xt = θ(L)εt. Give
an expression for the polynomials φ(L) and θ(L). Use the general weak stationarity
theorem to show that {Xt}t∈Z is weakly stationary if φ(L) is invertible.

(c) Suppose that |φ1| < 1, θ1 6= 0 and φ2 = θ2 = 0. Calculate the unconditional mean
and variance of {Xt}t∈Z. In other words, derive an expression for E(Xt) and Var(Xt).

(d) Suppose now that φ1 6= 0 and φ2 6= 0 and θ1 = θ2 = 0. Additionally, assume that the
innovations {εt}t∈Z are independent and identically distributed (iid) Gaussian random
variables {εt}t∈Z ∼ NID(0, σ2

ε ). Produce the 2-step ahead forecast and the variance
of the 2-step ahead forecast error. Derive 95% confidence bounds for your forecast.

Question 2 [15 points] ML Estimation

Let {Xt}t∈Z be a time-series generated by a MA(1) process,

Xt = θ1εt−1 + εt , t ∈ Z ,

with independent and identical Gaussian innovations {εt}t∈Z ∼ NID(0, σ2
ε ) and σ2

ε > 0.
Note that this implies that εt has the following probability density function:

f(εt;σ
2
ε ) =

1√
2πσ2

ε

e−ε
2
t /2σ

2
ε , t ∈ Z

(a) Give an expression of the log likelihood function for the unknown parameters (θ1, σ
2
ε )

using the joint Gaussianity of the sample X1, ..., XT .

(b) Write down the conditional likelihood function using prediction error decomposition
starting at t = 2.
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Question 3 [15 points] Unit-Root Testing

Let {Xt}t∈Z be a time-series generated by an AR(2) process,

Xt = φ1Xt−1 + φ2Xt−2 + εt , t ∈ Z ,

where {εt}t∈Z ∼WN(0, σ2
ε ) with σ2

ε > 0 and consider the ADF regression,

∆Xt = βXt−1 − φ2∆Xt−1 + εt.

(a) (7pts) Re-write the AR(2) model in the ADF regression form. Show that testing
the hypothesis H0 : β = 0 is equivalent to testing for a unit root in the polynomial
φ(z) = 1− φ1z − φ2z

2.

(b) Why is it important to use a general-to-specific approach in the specification of the
ADF regression? Justify your answer.

Question 4 [35 points] ADL, Error Correction and Cointegration

Let {Yt}t∈Z be a time-series generated by an ADL(1, 1) process,

Yt = α + φYt−1 + β0Xt + β1Xt−1 + εt , t ∈ Z ,

where {εt}t∈Z is a sequence of iid white noise innovations with variance σ2
ε > 0.

(a) Suppose |φ| < 1. Use the ADL(1,1) model to derive the h-step ahead multiplier for
h = 1, 2, 3. Derive the long run multiplier and explain its meaning.

(b) Suppose that {Xt}t∈Z is generated by the following AR(2) model with intercept

Xt = γ0 + γ1Xt−1 + γ2Xt−2 + ut , t ∈ Z ,

where {ut}t∈Z is a sequence of iid white noise innovations with variance σ2
u > 0.

Calculate the the impulse response function (IRF) of {Yt}t∈Z given the origin x for the
time-series {Xt}t∈Z, the origin y for the time-series {Yt}t∈Z, and a shock of magnitude
v in the innovation {ut}t∈Z at time t = s. In particular, give the IRF for t = s − 1,
t = s, t = s+ 1 and t = s+ 2.

(c) Let {Yt}t∈Z and {Xt}t∈Z be I(1) time series. Suppose that you have obtained the
following estimates for the parameters of the ADL(1,1) model above:

Parameter α φ β0 β1 σ2
ε

Estimate 0.11 0.94 1.28 0.01 1.14

Furthermore, suppose that the p-values you obtained indicate that all parameters are
significantly different from zero at the 5% significance level. Does {Xt}t∈Z Granger
cause {Yt}t∈Z? Can {Yt}t∈Z Granger cause {Xt}t∈Z? Are {Yt}t∈Z and {Xt}t∈Z cointe-
grated? Justify your answers carefully and in detail.
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