(a{(u{a{‘fu\—

‘Llﬁhs{ {7:1/'[\’, | — 3 —




B~ 4 1g L Vo) 4

B i [ 5 Y / ;
o 3 | +‘;L‘/{)p:‘l(/)F} l’(r)’~f'iLlj,)J-;‘(/){;/‘/l};

= el LU - L)

W, i+ FMCAEIEL

2




aﬁ)

)

E Iy (%)X =) i
M () = . — (. th | L
—_ T—\-"' ..1(’ |
|} NV ‘,f. A
y /, LJ b
1= |
( = :f,
) —e—0)
1 R A
o s B0 AP0 TP R
\ (3 + “1 4+ - -
\M(T\ - ‘1
LIA(‘): l
\:.!z, r =< 1y M [ ]
l_%’ﬁ/ Vl(|>: l_z'\,'(2> T&V( )
N(p@rms WOz wenfae] TR AR
Py g,
U Gyz e? £ V0,61, O3

W=, b () = Lo B) Dm0 (ep) =2

\(,\[( Hr &Cn\"\ oS U~ OhCn (L"SLLS'{ %I>/ Ko SI/-A“Q

y= & v’&(_L.(C{ (o—o(—\\aod»_ Fu-’(‘v()f b C'/’LUW_SP '/(Lv(_%(L\

c‘,s(c P\J‘(Ck ; )
f — 1 | _\24-‘,'/ 4 e -
7 7(4\/L«/L S 04—2 (’Z (2“—& (;_

SR T4 Gy et >
(o f;; «-\7:) H/L)-/Jr#n‘)

N3N g

=G )= ‘g

) +




4a. Cite 3 elements that makes the RL setting general in the sense that it can represent
basically all sequential decision-making problems (tip: think about the simplest MDP
possible and all the elements that can make it more complex)

A: 3 out of these: large state/action space, partial observability, stochastic transition, finite
data available or access to an inaccurate simulator.

b. Why is it not possible to solve the game of chess with simple MCTS algorithms (without
any value function estimator)?

A: the depth and breadth of search is too big

c. The Bellman equation that is at the core of reinforcement learning makes use of the
fact that the Q-function can be written in a recursive form. Can you write this Bellman
equation? (Make sure that you define all the terms).

A: Q(z,a) = r(z,a) + B, p(yle, a) max, Q(y, )

d. Describe in words the ”optimistic values” exploration strategy.

A: by setting the initial Q-values high actions are selected until their value is decreased to
what is likely to be their real value.

e. What is the reinforce algorithm?

A: Tt estimates Q™(z, a) from (on-policy) rollouts on the environment while following policy
.



