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Question 1 (30/100 points)

(a) We can obtain the sample mean x̄ as follows

x̄ =
1
6
(5.2 + 2.7 + 2.2− 0.7 + 0.3− 1.8) = 1.32.

Instead, for the median we first order the data

−1.8, −0.7, 0.3, 2.2, 2.7, 5.2,

finally, we obtain the median m as

m =
0.3 + 2.2

2
= 1.25.

(b) An advantage of the sample median compared to the sample mean is that the median

is robust against outliers. Instead, an advantage of the mean is that the mean has an

easy interpretation: everybody knows what an average is.

(c) The quantile qα is the value such that about (1− α)× 100% of the data points are larger

of this vale and about α × 100% of the data points are lower. We can say that about

90% of the probability distribution of the variable is between 12.7 and 23.5. In other

words, given the observed data, we can expect an observation from this variable to be

between 12.7 and 23.5 with 90% probability.

(d) The R function oper_vec takes as input 2 numeric vectors of the same length. In partic-

ular, the function checks if the 2 vectors have the same length and if they are numeric

vectors. If one or more of these conditions is not satisfied, the function returns an error

message’: incorrect argument. In case the arguments are correct, the function uses an

ifelse conditional execution to obtain a vector that contains in each entry the maxi-

mum between the corresponding entries of the original vectors. Finally, the function

gives this vector as output.

Question 2 (40/100 points)

(a) (i) The OLS estimates of β̂0 and β̂1 are given by

β̂1 =
1

n−1 ∑n
i=1(xi − x)(yi − y)

1
n−1 ∑n

i=1(xi − x)2
=

sxy

s2
x

, and β̂0 = y− β̂1x.

Therefore, we obtain that β̂1 is given by

β̂1 =
sxy

s2
x
=

7.3
6.8

= 1.07,
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and β̂0 is given by

β̂0 = y− β̂1x = 2.3− 1.07× (−1.3) = 3.69.

(ii) In the above regression model the R2 is equal to the square of the sample correla-

tion, that is, R2 = r2
xy. The sample correlation is

rxy =
sxy√
s2

xs2
y

=
7.3√

6.8× 11.6
= 0.82.

Therefore

R2 = r2
xy = 0.822 = 0.67.

The interpretation is that the variable x is able to explain the 67% of the variability of

the the variable y.

(iii) The total sum of squares TSS is

TSS =
n

∑
i=1

(yi − ȳ)2 = (n− 1)s2
y = 212× 11.6 = 2459.2.

Furthermore, we know that

R2 =
ESS
TSS

,

therefore the explained sum of squared ESS is

ESS = TSS× R2 = 2459.2× 0.67 = 1647.7.

Finally, we have that TSS = ESS + RSS. Therefore the residual sum of squares RSS is

RSS = TSS− ESS = 2459.2− 1647.7 = 811.5.

(b) The regression model is

yi = β0 + β1xi + β3x3
i + ui.

Therefore the intercept is included in the model. R includes the intercept by default.

To remove the intercept we need to add “-1” as regressor in the above code. The code

therefore becomes

> x3 <- x^3

> reg <- lm(y~-1+x+x3)

(c) See the solution of the exercises of week 2.

Question 3 (30/100 points)
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(a) The ML rule constructs the discriminant regions R1 and R2 in such a way to select the

population with the highest density function. In particular, the regions R1 and R2 are

R1 = {x : f1(x) > f2(x)}, R2 = {x : f1(x) < f2(x)},

where f1(x) is the density of the first population Π1 and f2(x) is the density of the

second population Π2. Instead, the ECM rule selects the regions in such a way to

minimize the Expected Cost of Misclassification. It can be shown that the regions are

R1 =

{
x :

f1(x)
f2(x)

>
C(1|2)
C(2|1)

}
, R2 =

{
x :

f1(x)
f2(x)

<
C(1|2)
C(2|1)

}
,

where C(1|2) and C(2|1) are the misclassification costs. In general the ML rule and

ECM rule are different. However, they are equivalent when the misclassification costs

are the same C(1|2) = C(2|1).

(b) See the solution of the exercises of week 3.
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