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Question 1 (30/100 points)

(a)

(b)

(d)

Find the sample variance of the following 3 data points:

1.0, 33; 26

For a certain variable you have obtained that the skewness is —2.2 and the kurtosis is
12.5. What can you say about the distribution of the observations? Would you expect

to have some outliers?

Consider the following R code

>x <-c(1, 5, 7, 3, 2)
> z <- x[x>=3]

What is in the R object z? Explain briefly what the R code is doing.
The following R code with a for loop is given

v <- 1:5

for(i in 1:5){
if(v[i]==4) {break}

+  v[i] <- v[i]l-1

What is in the R object v after running the for loop? Explain briefly what the R code is
doing.

Question 2 (40/100 points)

(a)

Available is a dataset with 2 variables and n = 100 observations for each of the 2
variables. Consider a linear regression model of the form y; = Bo + B1x; + u;. The OLS
estimates of Bp and B4 (,[%0 and Bl), the RSS and the TSS are obtained:

n n
Bo=26, P1=15 RSS=) (yi—9:)*=3086, TSS=Y (yi—17)* =5586.
i=1 i=1
(i) Interpret the coefficient estimates By and ;.
(if) Obtain a prediction for the variable y when the observed x is equal to 3.5.

(iii) Obtain the R? and the standard error of the regression (SRE).



(b) A colleague of yours has estimated the linear regression model y; = Bo + B1x; + u;
using a certain dataset. She claims that the adjusted-R* (R%; ;) obtained from the re-
gression is negative. Is this possible? Why? What can you say about the relationship

between the variable y; and x;?

(c) Consider the regression model without intercept given by y; = B1x; + u;.
(i) Show that the OLS estimate of B is
By = Lic1 YiXi
MRES
by setting the derivative of the sum of squares to zero.
(ii) Show that, in general, the equality TSS = ESS + RSS is no longer true in the
regression model without the intercept.

Question 3 (30/100 points)
(a) Consider the following confusion matrix containing the number of misclassified and

correctly classified observations for the populations I1; and I1.
True membership
ITy 1,
I nyp = 125 np =21
Il np; =13 nyp = 174

Predicted

Obtain the estimated probabilities of misclassification pio and po; and the apparent
error rate (APER).

(b) We have an observation x that we want to classify as a member of either population I'ly
or IT,. We know that the populations I'l; and I'l; have an exponential distribution with
rates A1 = 1 and A, = 2, respectively. Note that the density function of an exponential
distribution with rate A > 0 is

flx) =A™, x>0
(i) Obtain the discriminant regions R; and R based on the Maximum Likelihood (ML)
discriminant rule.
(i) Obtain the misclassification probabilities p1» and p1».
(iii) Assume that C(1]|2) = 2C(2|1), that is, the misclassification cost C(1|2) is 2 times
the misclassification cost C(2|1). How would you expect the regions R; and R, ob-

tained from the ECM discriminant rule to differ from the ones obtained from the ML

rule? Justify your answer. Do not calculate the ECM discriminant regions!

End of the exam!



