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Re-sit-A-L

Problem 1 (10 points)
Assume we have 15 hypotheses H1, . . . ,H15 and for each hypothesis we use a test statistic Ti,
i = 1, . . . , 15, to test hypothesis Hi at level α = 0.025. Assume that the test statistics are indepen-
dent. Find the probability that we reject at least one true hypothesis, i.e. calculate the following
P(reject at least one true hypothesis).

Problem 2 (15 points)
A friend reports you the following five Bonferroni adjusted p-values for testing H1, . . . ,H5

1.00, 0.00788, 0.00062, 1.00, 0.07025,

where 1.00 is the Bonferroni adjusted p-value for H1, 0.00788 is the Bonferroni adjusted p-value for
H2 and so on. Your friend used the convention to report a Bonferroni adjusted p-value of 1 if the
Bonferroni adjusted p-value is equal to 1 or larger than 1. Testing at a significance level of 0.05
your friend rejects hypotheses 2 and 3.
Use your friend’s Bonferroni adjusted p-values to calculate Holm adjusted p-values and decide
which hypotheses are rejected if you use Holm adjusted p-values and the same significance level as
your friend.

Problem 3 (10 points)
You are given the following eight unadjusted p-values for testing H1, . . . ,H8

0.07823, 0.00503, 0.000063, 0.17914, 0.12575, 0.004971, 0.000399, 0.000076,

where 0.07823 is the p-value for H1, 0.00503 is the p-value for H2 and so on. Decide which hypothe-
ses we reject if we use the k-FWER modified Bonferroni procedure with k = 3 and level α = 0.05.

Problem 4 (20 points)
Assume that the distribution of Yi, 1 ≤ i ≤ n, is given by

P(Yi = k) = (1− pi)k−1 pi, for k = 1, 2, . . . ,

where given the explanatory variables xi1 and xi2, 1 ≤ i ≤ n, we have pi = Φ(β1 xi1 + β2 xi2),
1 ≤ i ≤ n. Here Φ is the cumulative distribution function of a standard normal. For a sam-
ple y1, . . . , yn and explanatory variables ((x11, x12), (x21, x22), . . . , (xn1, xn2)) give the log-likelihood
function and find the first order conditions for β1 and β2.
Remark: There is of course no need to solve the first order conditions; giving them is enough.

Problem 5 (7.5+7.5 points)
In class we related the expectation of a random variable Y to a linear function

∑d
j=1 βj xj using a

link function h. Assume that the distribution of Y is given by

P(Y = −1) = (1− p) and P(Y = 1) = p
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where we have for the parameter p that 0 < p < 1. This implies that the expectation of E[Y ] equals

E[Y ] = 2p− 1.

For each of the following alternative choices of the link function h, argue if it is meaningful to use
them to relate E[Y ] and

∑d
j=1 βj xj by E[Y ] = h(

∑d
j=1 βj xj). Explain your answer.

(i) h1(x) = x
|x|+1 , x ∈ R;

(ii) h2(x) = Φ(x), x ∈ R, where Φ is the cumulative distribution function of a standard normal.

Problem 6 (10 + 5 points)
(i) For any vector b = (b1, . . . , bd) ∈ Rd define the set S(b) = {j | bj ≤ 2, j = 1, 2, . . . , d} which is
a subset of {1, . . . , d}. Given a sequence (an) of d-dimensional vectors that converges to the vector
a does this imply that S(an) converge to S(a)? If the statement is true argue briefly why this
convergence holds. If it is false give a counterexample.
(ii) Explain why the question considered in part (i) is of interest when studying the LASSO esti-
mator.

Problem 7 (10 + 5 points)
(i) Assume our data come from the linear model

Yi =

60∑
j=1

βj xij + εi, i = 1, . . . , 10, (1)

with εi, 1 ≤ i ≤ 10, independent and normally distributed with expectation zero and vari-
ance σ2. Unfortunately the observations y = (y1, . . . , y10), and x1 = (x11, . . . , x10 1), . . ., x60 =
(x1 60, . . . , x10 60) were lost. The only thing known is that
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10
max

1≤j≤60
| < xj ,y > | = 4.5.

Here as always < ., . > denotes the Euclidean scalar product. Given this information only can you
find the solution of the following minimization problem

minimize w.r.t. β :
1

10

10∑
i=1

yi − 60∑
j=1

βj xij

2

+ 5
60∑
j=1

|βj |, (2)

where y1, . . . , y10 and x11, . . . , x10 60 are the unknown observations?
Explain your answer briefly and in case you can find the solution give the solution.
(ii) Consider again the model in Equation (1). Assume you have all observations. How would you
choose λ in the following optimization problem

minimize w.r.t. β :
1

10

10∑
i=1

yi − 60∑
j=1

βj xij

2

+ λ
60∑
j=1

|βj | ? (3)

Explain your choice of λ briefly.
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