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Exam-0-4

Problem 1 (20 points)
You are given the following five unadjusted p-values for testing H1, . . . ,H5

0.99734, 0.60008, 0.13896, 0.00773, 0.00097,

where 0.99734 is the p-value for H1, 0.60008 is the p-value for H2 and so on. Calculate Bonferroni,
Holm, and Benjamini and Hochberg adjusted p-values. For each of the three methods decide which
hypotheses we reject if we use α = 0.05.

Problem 2 (10 + 10 points)
Assume that the cumulative distribution function of the random variable X is given by

Fλ(x) = 1− exp

(
−
(x
λ

)2)
, x > 0, and zero otherwise,

where λ > 0. For testing
H : λ2 ≤ 2, A : λ2 > 2,

we use, based on a sample X of size 1, the test statistic T (X) = X2 and we reject H at level α if
X exceeds the critical value c(α).

(i) Find the critical value c(α) if we test at α = 0.05;

(ii) Calculate the power of the test at λ = 4.

Problem 3 (10 points)
For 0 < p < 1 consider the following probability distribution

P(Y = y) =
(1− p)y−1p

1− (1− p)10
, for y = 1, . . . , 10,

which takes only the values 1, 2, . . . , 10. In other words the probability mass function gpY of this
random variable is

gpY (y) =
(1− p)y−1p

1− (1− p)10
, for y = 1, . . . , 10.

In class (Lecture 6) we discussed a particular form for probability mass functions given by

fYθ (y) = exp

(
yθ − b(θ)

ψ
− c(ψ, y)

)
, y ∈ D,

where θ ∈ Θ and ψ are real-valued parameters, D is the support of the distribution of Y , and b
and c are real-valued functions. Is it possible to write gpY in this form?

Problem 4 (7.5+7.5 points)
In class we related the expectation of a random variable Y to a linear function

∑d
j=1 βj xj using a

link function h. Assume that the distribution of Y is given by

P(Y = k) = (1− p)k−1p, for k = 1, 2, . . . ,
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where we have for the parameter p that 0 < p ≤ 1. This implies that the expectation of E[Y ] equals

E[Y ] =
1

p
.

For each of the following alternative choices of the link function h, argue if it is meaningful to use
them to relate E[Y ] and

∑d
j=1 βj xj by E[Y ] = h(

∑d
j=1 βj xj). Explain your answer.

(i) h1(x) = |x|+ 1, x ∈ R;

(ii) h2(x) =
∫ |x|
0 y2 dy, x ∈ R.

Problem 5 (7.5+7.5 points)
Assume our data come from the linear model

Yi =

60∑
j=1

βj Xij + εi, i = 1, . . . , 10,

with εi, 1 ≤ i ≤ 10, independent and normally distributed with expectation zero and variance σ2.
Unfortunately the observations y1, . . . , y10, and x11, . . . , x10 60 were lost. What is known is that the
Xij were independent and each normally distributed with expectation 2 and variance 10. A friend
of you tells you that he was additionally given the following two vectors

(i) β̄ = (β̄1, . . . , β̄60) with β̄j = 1 + j for j = 1, . . . , 12 and β̄j = 0 otherwise;

(ii) β̆ = (β̆1, . . . , β̆60) with β̆j = 1 + j for j = 1, . . . , 5, β̆59 = 2.5 and β̆j = 0 otherwise.

Given this information only decide for both β̄ and β̆ whether they could potentially be the solution
to the following minimization problem

minimize w.r.t. β :
1

10

10∑
i=1

yi − 60∑
j=1

βj xij

2

+ 3

60∑
j=1

|βj |,

where y1, . . . , y10 and x11, . . . , x10 60 are the unknown observations.
Explain your answers briefly.

Problem 6 (10 points)
We discussed in class that there can be multiple solutions to the (LASSO) minimization problem

minimize w.r.t. β :
1

n

n∑
i=1

yi − d∑
j=1

βjxij

2

+ λ
d∑
j=1

|βj |.

Let β̂1 and β̂2 be two different solutions for this minimization problem. Prove or disprove that
Xβ̂1 = Xβ̂2 where, as usual, X is the design matrix.
Hints: Xβ̂1 and Xβ̂2 are in Rn, the mapping z → ||y − z||22 is strictly ...
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Problem 7 (10 points)
For k = 1, . . . , 5 let Ik be a confidence interval for θk, k = 1, . . . , 5, with coverage probability 1−α.
Assuming that the Ik are independent how do we need to choose α such that I1× . . .×I5 is a simul-
taneous confidence interval for (θ1, . . . , θ5) at level 95% (, i.e. P((θ1, . . . , θ5) ∈ I1× . . .×I5 = 0.95))?
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