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1. a) Let X, be the maximum of a random sample Y, ..., Y, from the density 3(1 —z)? on [0, 1]. Find
constants @ and by, such that b, (X, —a) converges in distribution to a nondegenerate limit. What
is the cumulative distribution function of this limit distribution?

b) Consider two sequences of random variables (X,) and (Y,) such that X,, ~ N; and Y, ~
N, for two independent standard normal random variables Ny and N,. Prove or disprove (by

counterexample) that this implies
X n N. 1
(%)~(%)

c) Find an example of a sequence of random variables such that X,, —F 0 but EX, = 0. Show that
your example indeed has these properties.

2. Consider three independent sequences of i.i.d. random variables X, Xs,...; Y1,Y2,... and Z;,Z,,....
The variance of all these variables is one. The hypothesis is that the expectations of all variables are
one. Find the asymptotic distribution of the following (test) statistic, under the null hypothesis:

T, = n(X, — 1)2 +n(¥, — 1)2 +n(Z, — 1)

3. Let X3,...,X, be a random sa,mpie from the exponential distribution with mean 6 > 0. This means
X; has density

fo(z) = 2e7%/%1 g o) (@).

a) Find a variance stabilizing transformation for the sample mean and construct an asymptotic 95%
confidence interval for 6 based on this.

b) Consider the following two estimators for P(X; > 1) = e~1/¢:
1 %
I, = n z; 1(1,00)(Xi)’ and S, = e %n,
4=

Derive the asymptotic distribution of these estimators.

4. Consider the location family of normal distributions with unit variance:

|
po(z) = Wors @=0)/2 3 ¢ R.



Let Xy, X, ... be independent and normally distributed random variables with density pg,, where g
denotes the ‘true parameter’. Define, for § € IR, the function

Yo(x) = (x—0)° (zeR)

and consider the Z-estimator én defined as a zero of the function
1 n

Un(6) = Papo = ;wa(xi)
i=

a) Using properties of the function ¥, show that 6,, is well defined. In other words: show that w,,
has exactly one point where it becomes zero.

b) Prove that 6, —F p.

You may use that ﬁ oo zbe~="/2 dz = 15.

¢) The random variables /n(6, — 6) are asymptotically normally distributed. Use the parameter

you expect for the_asymptotic variance to compute the asymptotic relative efficiency of 67” and
the sample mean X,

5. a) Given a sample X1,..., X, from a distribution with probability density f, give the definition of
the kernel estimator fy » based on this sample and show that the Mean Squared Error (MSE) of
Jn,n(x) decomposes in a bias- and variance term.

b) Formulate the Glivenko Cantelli theorem and give an outline of its proof (line of thought, basic
ingredients).

The final grade is (number of points + 4)/3.6
Good luck with the exam/!



