1. (25/100) Consider the linear regression with the error term following an AR(1) process,
ie.

= X159+ uy U = pig 1 + € € :{cﬂ{ﬂ.,:rf} gl < 1 b=Temne {1
{a) (2/100) Derive a dynamic version of this model and name the method that estimates

3 efficiently in this case.

(b) (2/100) Write down the model derived in (a) as a nonlinear model in a matrix nots-
tion. Write down the moment conditions for eslimating & using instruments W, How
do vou interpret moment conditions geometrically?

(¢} (1/100) Let /3 be the resulting method of moments estimator of 3. State necessary
and sufficient conditions for consistency of 3.

{d) {15/100) Derive the asymptotic distribution of VT8 — 8y). Indicate all assumptions
yvou need to make Lo derive your resnlt.

{e) (5/100) Find optimal set of instruments W and demonstrate that this choice is indeed
optimal. Discuss whether optimal instruments are feasible. In case they are nol
suggest how you would estimate this model efficiently. Did you get the same answer
as in point (a.)?

2. {25/100) Consider the following linear regression model:
y=Xa4+u Eluw') = a1, (2]

where at least one of the explanatory variables n the i = & matrix X is assumed not to
be predetermined with respect to the error term u.
(a) (1/100) Which undesired properties 35, < has in this case?

{b} (2/100) Give two examples of common situations. in which X is not predetermined

with respect to Lhe error terim.

{e) (10/100) Consider IV estimation of the model (2) with instruments Py X. Write
down IV-GNR and discuss its properties relative to the model {2).

{d) (6/100) Discuss testing linear restrictions based on IV-GNR.

(e} (G/100) Describe one of the tests to test overidentifying restrictions. How could you
interpret the rejection of the null bypothesis?



3. (25/100) Consider the following AR{1) process:
ty = pily_ g + & & ~ id(0, 75 ) f=1 S I (3}

[a) {4/100) Write down explicitly the form of © {p), the covariance matrix of the vector
u,

{b) {4/100) Consider the model y = z{J) + u. with Fluu’) = . Write down the GNLS5
criterion function and demonstrate that F.O,C for minimization are equivalent to the
moment conditions,

(e} (2/100) Consider again the model specified in (b}, Write down GNR for this model.

{d} (15/100}) Imagine you do not know whether u is homoskedastic or helervscedastic.
TTow would you Lest iL? '

4. (25/100) Given is the model
w=XB4+w t=1....n (4)

where Fiuu') = 0 is an nxn covariance matrix, and X is an nx & matrix of regressors. The
disturbances u are oot independent of the regressors X, hence vse iz made of a matrix
W of I instruments, with { > & For nstruments W it is known that E{w/W;) = 0,
E{ugu, /W, W,) = wy implying that var{n YW "y) = LE(WOW).

(a) {2/100) Write down the theoretical and empirical moment conditions that lead to
GMM estinator,
ib) (2/100) Solve momenl conditions in case [ = & Which estimator do vou get?

{c] (12/100) Consider the case when { > k. Belect WJ as instruments with J :  x &k of
full {column) rank. Demonstrate which is the optimal choice of J.

{d) (3/100) Write down the GMM criterion function. FExplain how to test [or overiden-
tification. Coompare this case with IV,

{e) (6/100) Consider the model {4) with E{uu’) = #2/. Fstimate it by GMM using
the weighting malrix A, which is | x [, positive definite and at least asymptotically
nenrandom. Explain how vou get consistent and efficient estimator of 7 in this case.



